Estimating Heading Direction from Monocular Video Sequences Using Biologically-Based Sensors
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Abstract—The determination of one’s movement through the environment (visual odometry or self-motion estimation) from monocular sources such as video is an important research problem because of its relevance to robotics and autonomous vehicles. The traditional computer vision approach to this problem tracks visual features across frames in order to obtain 2-D image motion estimates from which the camera motion can be derived. We present an alternative scheme which uses the properties of motion sensitive cells in the primate brain to derive the image motion and the camera heading vector. We tested heading estimation using a camera mounted on a linear translation table with the line of sight of the camera set at a range of angles relative to straight ahead (0° to 50° in 10° steps). The camera velocity was also varied (0.2, 0.4, 0.8, 1.2, 1.6 and 2.0 m/s). Our biologically-based method produced accurate heading estimates over a wide range of test angles and camera speeds. Our approach has the advantage of being a one-shot estimator and not requiring iterative search techniques for finding the heading.

Index Terms—visual odometry, visual sensor, image motion

I. INTRODUCTION

Humans are very adept at estimating their instantaneous heading direction from 2-D visual motion information [1], [2]. The determination of one’s heading vector relative to the world is a critical step in obstacle avoidance and is a precursor for determining the relative depth of objects using 2-D image motion [3]–[5]. However the accurate measurement of 2-D image motion (optical flow) is difficult [6] and heading estimation is complicated by the presence of rotation during translation of the observer/camera [7]. Somehow humans and most biological species have overcome these problems and can safely navigate through complex environments using mainly 2-D image motion information.

Nistér coined the term visual odometry (VO) [8] for the process of recovering motion from visual input. There is enormous attention in the computer vision and robotics communities in developing systems for visual odometry because it is a challenging research problem and has potential to provide better data than is currently obtained from wheel odometry, GPS and inertial sensors [9], [10]. Most interest has been in stereo VO because it simplifies the problem and provides scale. Nevertheless much useful information can be gained from monocular vision and the scale problem can be overcome by the use of other sensors. Monocular VO can be divided into the feature based methods and the intensity based methods. In feature based methods salient features are extracted from each image and tracked from frame to frame, feeding into an estimation of the motion [8], [11], [12]. Each stage of the computation is subject to error and these errors accumulate through the pipeline limiting the achievable accuracy of the odometry. In contrast, intensity based methods exploit all information in the image or in subregions of the image [13], [14], but are not robust to occlusions and suffer from greater computational complexity.

Experiments carried out with humans using dense fields of identical moving dots and with very brief dot-lifetimes [2] suggest that humans do not use the feature tracking methods that form the core of most VO techniques. Instead, the primate visual system has evolved sophisticated neural mechanisms for registering 2-D image motion directly without the need to infer it from the changing positions of features such as corners [15], [16]. This motion analysis occurs very quickly (≈200 ms) and no iterative searching for ‘best matches’ is required [9], [10]. Such search techniques are not easily implemented in biological systems and have only become viable in computer vision systems relatively recently because of the rapid advances in processor speeds.

Here we present an alternative method for carrying out VO that makes use of techniques based on the known properties of cells in the primate brain [5], [6], [17], [18]. The method registers image motion directly using motion sensors that emulate those found in the motion processing areas of the primate brain. Vector flow fields are generated from brief (8 frames, 233 ms) monocular video sequences and these flow fields are used to determine camera heading using specialised detectors based on those found in primates [19]. Because our method uses all image data it could be considered an intensity based VO method but, unlike other intensity based methods, it is robust in the presence of occlusions. We believe our approach is a step towards replicating the powerful and effective navigational abilities of humans and many animals.

We tested the model over a range of heading directions using a video camera mounted on a precision linear translation rail. For comparison, we also tested standard computer-vision based methods for calculating optical flow from detected
and tracked features, with a least squares approximation for estimating the heading direction.

II. MODEL DESCRIPTION

A. Image velocity estimation

The image velocity estimation model has been described in detail previously [6]. The overall plan is shown in Fig. 1 which highlights the main stages of the code used to extract the optical flow vectors from the image sequences we tested. Each stage of the model is based on the known properties of motion sensitive neurones located along the ‘visual motion pathway’ of the primate brain [15], [16], [20]. As with many other image analysis tools, the image movie sequence is first convolved with a bank of spatiotemporal filters (step 1, in Fig. 1), tuned to a range of spatial scales and directions. However the model has some unique aspects which distinguish it from other approaches to motion detection using spatiotemporal filters [21], [22] and we briefly list those here. The spatiotemporal filters (step 2) come in two main classes (sustained and transient) which differ in their temporal frequency tuning. The sustained type of filters have low-pass temporal frequency tuning and respond best to static features although they still generate some output in response to moving features. The other class of filters (transient) have band-pass temporal frequency tuning and respond best to moving stimuli. These filters are convolved with the image sequence and the spatiotemporal ‘energy’ (step 3) is calculated [21]. It is the combination of the energy outputs from these two classes of filters that makes the Perrone [6] algorithm unique; this combination (step 4) is referred to as the Weighted Intersection Mechanism (WIM) and it generates tight temporal frequency tuning (speed tuning) in the motion sensors that follow [23].

Another unique aspect of the model is the combination of the output from a small number of WIM sensors tuned to a range of speeds and directions to produce sensors that are capable of determining the overall direction of a moving pattern rather than the direction of its constituent edges (‘the aperture problem’ [24], [25]). These pattern detectors (step 5) are based on the properties of Middle Temporal (MT) neurones in the primate brain which are known to respond best to the overall direction of a moving pattern rather than the edge components [26], [27]. The model also includes motion sensors that respond primarily to the direction of moving edges (component units, step 6) and these are used for generating contrast-dependent local spatial inhibition [6]. This stage (steps 7 and 8) carries out a form of redundancy reduction and thins out the velocity vector outputs along and on either side of moving edges in order to increase the signal to noise ratio in the heading estimation stage of the model (see below). The final stage of the velocity estimation code (steps 9 and 10) takes the signals from the pattern units (MT stage) across four spatial scales and, using a weighted vector average scheme (see Ref. [6]), finds the magnitude and direction of the image motion at a particular \((x, y)\) location in the image. These are the vectors we use to determine the heading direction.

B. Heading estimation

The determination of the heading direction \((\alpha_H, \beta_H)\) from the velocity vectors is carried out using a ‘heading template’ model [5], [17], [18]. For cases of pure translation of the observer/camera (the case tested here), the location of the centre of expansion of the velocity vectors coincides with the heading direction [1] and the heading templates are designed to locate this point of expansion in the image plane. The principle is illustrated in Fig. 2. This technique is derived from the properties of neurones in the dorsal part of the Medial Superior Temporal area (MSTd) of the primate brain. These cells are known to respond best to the global, full-field patterns of radial expanding image motion that occur as we move through the world [19], [28].

The set of flow vectors estimated from the optical flow algorithm (Sect. II-A) is passed through a set of heading detectors tuned to a range of candidate heading directions (ranging from \(-60^\circ\) to \(60^\circ\) in \(5^\circ\) steps) for both azimuth and elevation \((\alpha_H, \beta_H)\). The tuning of each heading detector can be represented as a 3-D vector in a coordinate space with \(x\) aligned with the direction of the camera, \(y\) left-right and \(z\) up-down. The final heading direction is found from the vector sum of the heading vectors that have activity that is greater than 95% of the most active unit’s activity. This tends to produce more accurate estimates although a winner-takes-all
or max scheme can also be used [5]. The heading templates integrate motion information over the whole image and so the technique tends to be robust to noise in the optical flow vectors [5].

C. Implementation details

The model has been implemented as a collection of Matlab scripts that can be used to process a $1920 \times 1080$ pixel video sequence, with parallelism provided by taking advantage of the GNU parallel tool [29]. The model is currently designed for a sequence, with parallelism provided by taking advantage of a significant fraction of the runtime.

All computations involved in the experiments in this paper were carried out using the central processing unit (CPU) of a machine with 16 physical cores. Fast Fourier transforms were used to accelerate the convolution operations, which made up a significant fraction of the runtime.

Although the current implementation is several orders of magnitude from operating in real-time, recent advances in graphical processing unit (GPU) hardware and software indicates that the convolutions could be greatly accelerated through the use of CUDA libraries for training convolutional neural networks (CNN) [30]. Due to the very large overlap in the type of computation involved in performing a forward propagation in a CNN and processing a video sequence with our model, it is not unreasonable to expect a speedup of two orders of magnitude if the model discussed herein were to be executed on a GPU instead of a CPU.

D. Visual Odometry Feature Tracking

For a baseline comparison a standard VO feature tracking algorithm was also implemented with the Matlab Computer Vision Toolbox and run on the video sequences. The Harris-Stephens [31] corner detector was run on each of the eight frames in a video sequence, and Fast Retina Keypoint (FREAK) [32] descriptors were calculated at each detected corner. The minimisation of the sum of squared differences of the extracted FREAK descriptors was used to match a corner point from one frame to the next frame. The matched corner points, and their shift in pixels from one frame to the next, provided optical flow vectors at the locations of the detected corners.

These were used by the M-estimator sample consensus algorithm [33] (a variant of the random sample consensus algorithm [34]) to find the matrix describing the camera motion between consecutive frames. For the camera translating through the scene only the scaling and translation parameters of the determined similarity transform are relevant. From these the centre point of expansion of the camera was determined and used to calculate the azimuthal component of heading. This was repeated for each of the seven pairs of frames and the mean of the calculated azimuthal heading for the eight-frame sequence is reported in the results below.

III. TESTING METHODOLOGY

A. Input sequences

A GoPro Hero3+ Black camera (operated at $1920 \times 1080$ pixel resolution, 30 fps) with field of view 64.4° horizontal by 37.2° vertical using default image processing was mounted on a linear translation table (Macron Dynamics, Croydon, PA). The camera was positioned one foot above the table and translated at velocities of 0.2, 0.4, 0.8, 1.2, 1.6 and 2.0 m/s, with the heading angle relative to the motion of the translation system varied from 0 to 50° in 10° increments for each speed. Each translation was to 2 m forward of the camera starting position and all sequences began at the same position. Recordings took place within a static environment under constant (fluorescent) lighting. For each video sequence, eight consecutive frames, the first taken when the camera was 1 m from the starting position, were extracted as uncompressed portable network graphic (PNG) images. These frames were then used as input for the model.
It was difficult to align the camera view direction with the heading direction during setup of the first trial. As such, true heading was manually obtained from visual analysis of each of the zero degree heading videos and used to compensate for the constant offset created by initial camera placement. The camera lens calibration was determined for the GoPro and all acquired images were rectified to the true perspective projection before analysis.

The scene can be seen in Fig. 3 (with extra annotations) and consists of regular structured objects (the grid patterns), box and line like objects (whose edges are subject to the aperture problem), a substantial region of dark draping exhibiting subtle texturing, and some background clutter.

**IV. RESULTS**

A. Model estimates and graphs

The flow vectors detected by the biological sensor are presented superimposed upon the an image of the scene for the case of the camera orientated to point forward along the linear translation table (the 0° case) in Fig. 3. The aperture problem is very evident with flow vectors pointing perpendicular to the edges (Fig. 3(a)). However, when the vectors are projected on to the radial direction from the estimated heading direction (Fig. 3(b)), the image motion is now much more consistent with what would be expected from forward translation. All determined headings in the results below are reported relative to the centre of the image which is marked by the yellow circle in Fig. 3(b), however the linear translation table is not quite orientated to point to the centre of the images, and the true centre of motion for the 0° case is 3.3° left of the centre of the image.

The output of the heading detectors in the model is shown in Fig. 4 as a surface plot (a) and as a contour plot (b). The vertical axis for the surface plot (out of page for contour plot) is the normalised output of each heading template with the azimuth and elevation tuning of the templates represented on the x and y-axes. This is for a (-3.3°, 2.5°), 0.8 m/s test case when the output of the model was (-3.5°, 2.5°).

Experiments were repeated for the camera rotated at various orientations to the translation table and for various speeds of translation along the table. The results for various speeds plotted against the azimuthal heading of the camera is plotted in Fig. 5. For angles of 30° and smaller the rotation angle of the camera relative to the motion is well estimated.

The results are also plotted for various headings against velocity in Fig. 6. Tests were performed with the camera rotated by 0° at increments of 10° up to 50° from the direction of travel (the azimuthal heading), however there was also a -3.3° misalignment of the translation table to the centre of the images, thus a coloured dashed line with the misalignment incorporated is plotted for each heading on the graph to indicate the true heading value. The solid lines are the measured results for each heading. It can be seen that there is relatively good stability with respect to changing linear speed of the camera except for those with headings of 40° and above.

B. Comparison with computer vision methods

The 8-frame video sequences were also analysed with the more traditional feature tracking approach to estimate the heading (as described in Sect. II-D). The results are plotted for various headings against speed in Fig. 7. As can be seen the heading vectors particularly for heading angles below 20° are biased below the true heading value. As was the case for the biological sensor, the estimations for the large heading angles are poorer in quality and subject to significant errors.
V. Discussion

We have shown that heading direction can be estimated from a brief (8 frame) monocular video sequence using motion sensors and heading detectors that are based on the properties of cells in the primate visual system [5], [6]. The model performed well over a wide range of heading angles out to approximately 30° eccentricity. Errors crept in at the higher test angles (40° and 50°) but these can be attributed to the fact that these sequences contained many regions with image velocities that exceeded the maximum tuning of the motion sensors. The motion sensors required to detect very high image speeds consist of filters which occupy most of the 256 × 256 image size we use for subdividing the full 1920 × 1080 video frames. These can suffer from edge effects that would not occur if we carried out our motion analysis over larger areas (e.g., 512×512). Therefore we consider the deterioration of the model’s performance that occurred at higher eccentricities to be an artefact of our current implementation and not something inherently wrong with the way the model works. It should be pointed out that humans also make errors in heading estimation at large eccentricities [2] and tend to minimise the generation of high image velocities by tracking points in the scene with the eyes.

When the true heading direction was within the 0° to 30° range the model was accurate over a wide range of camera velocities (Fig. 6). Again, the errors increased for the case where the majority of the image motion was very low in magnitude and hence outside of the speed tuning range of the motion sensors. Such conditions tend to produce very sparse flow fields which affect the accuracy of the heading estimation stage. This is an intentional design feature and is designed to increase the signal-to-noise ratio of the heading detectors [6].

It should be noted that an advantage compared to feature based VO algorithms [8], [12] is that the motion sensors in our model produce flow in high-speed areas of the image, along extended edges and even in regions without distinctive features to detect. For all heading eccentricities except 40° and 50°, the RMS error for the model compares favourably to the technique based on VO feature tracking (2.31° vs 2.58°). The biologically-based model also has the advantage of not requiring iterative search techniques to arrive at a solution. Given the appropriate hardware, a solution to the heading problem could in theory be generated within a 233 ms window (the time course of the temporal filters in the motion sensors) using our approach. This has obvious advantages in applications such as the control of fast moving micro-aerial vessels (UAVs).

The task of determining heading in the case of pure translation is relatively easy compared to the harder problem of determining heading in the presence of camera rotation. However, the extraction of the flow field from video sequences is far from trivial and it is this aspect that we wanted to emphasise in this paper; it is a proof of principle that the flow can be derived from biologically-based motion sensors and that these velocity
estimates can be used to derive information regarding the camera’s movement. We have already demonstrated that the impact of (known) camera rotation can be subtracted from the heading detector array activity to extract the pure translation heading signal [35] and this technique will be used in the future to test cases in which rotation of the camera is occurring during the translation.

Once heading has been determined, the derivation of the radial flow field (Fig. 3b) enables the relative depth of points in the scene to be estimated; there is a direct transformation from the vector magnitudes to the depth map (scaled by a factor dependent on the unknown camera speed). One of the main goals of this line of research is to obtain 3-D depth estimates from the monocular 2-D video input, something that humans can do with very brief stimulus exposures. Slight movements of the head reveal the depth structure of the world around us, even with one eye closed. We believe that the tests we have carried out in this paper are a first step in being able to emulate this amazing ability in software.

VI. CONCLUSION

We have demonstrated the extraction of heading information from monocular video sequences using a realistic biologically-based model. Over all heading angles and speeds tested our model had an RMS error of 6.97° compared to a conventional visual odometry feature tracking approach which achieved an RMS error of 3.87°. However, the model motion sensors are currently only tuned to deal with a smaller range of heading angles (30° and smaller) and when the analysis is restricted to this range the model performs favourably (RMS error of 2.31°) compared to the VO feature tracking (RMS error of 2.58°). In principle, the model implementation can be extended to analyse larger heading angles and we would expect it to then perform very favourably compared to VO feature tracking at all heading angles.
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